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Abstract 

 

This article analyzes the most influential posts on Facebook related to COVID-19, for the first two years of the pandemic, 

to explain how parasocial opinion leaders created echo chambers, in the Romanian public sphere, and to discuss the 

cumulative spillover effects these echo chambers had on society at large. A database of the 233,242 most influential posts 

in Romanian about COVID-19, from the first two years of the pandemic, is investigated using a mixed methods approach, 

to 1) verify statistically if issue-related echo chambers existed and 2) to describe, qualitatively, how they functioned. A 

special focus is devoted to trolling in the form of reactions to posts, such as haha reactions for messages about COVID-

related deaths. Using the literature on parasocial interaction, inoculation theory, online disinhibition effect and echo 

chambers, the article shows how echo chambers supported trolling behavior, for radicalized Facebook users, how they 

polluted the public discussion and how they made dialog impossible for social groups that ended up identifying each 

other as the enemy. Based on these research results, the author proposes two policy recommendations for social platforms.  
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Resumen 

 

Este artículo analiza las publicaciones más influyentes en Facebook relacionadas con COVID-19, durante los primeros dos 

años de la pandemia, con el objeto de explicar cómo los líderes de opinión parasocial crearon cámaras de eco, en la esfera 

pública rumana, y así discutir los efectos secundarios acumulativos que estas cámaras tenían sobre la sociedad en general. 

Se investiga una base de datos de las 233.242 publicaciones más influyentes en rumano sobre COVID-19 de los dos primeros 

años de la pandemia, utilizando un enfoque de métodos mixtos, para 1) verificar estadísticamente si existían cámaras de eco 

relacionadas con el problema y 2) describir, cualitativamente, cómo funcionaban. Se dedica un enfoque especial al troleo en 

forma de reacciones a las publicaciones, como reacciones jaja para mensajes sobre muertes relacionadas con COVID. 

Utilizando la literatura sobre la interacción parasocial, la teoría de la inoculación, el efecto de desinhibición en línea y las 

cámaras de eco, el artículo muestra cómo las cámaras de eco apoyaron el comportamiento de troleo, para los usuarios de 

Facebook radicalizados, cómo contaminaron la discusión pública y cómo imposibilitaron el diálogo para los grupos sociales 

que terminaron identificándose unos a otros como el enemigo. A partir de los resultados de la investigación, el artículo 

presenta dos recomendaciones normativas para las plataformas sociales. 

 

Palabras clave: COVID-19, Facebook, teoría de la inoculación, líderes de opinión, efectos indirectos. 
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1. Introduction 

 

Data from the Digital News Report - DNR 2021 (Newman et al., 2021), on trust in news from social media, 

correlated with data from the 7th wave of World Values Survey - WVS 2020 (EVS/WVS, 2022), on trust in 

peers, indicate a paradox: the less one person trusts others, the more he or she trusts social media. There is 

a negative correlation (R=-0.64) for trust data in social media and in peers, for the 41 markets present in 

both surveys. The DNR data were collected in January-February 2021 on a sample that represents only digital 

publics and are negatively influenced by the pandemic evolutions and the worldwide discussions on online 

and offline disinformation (Newman et al., 2021). The WVS data were collected over a longer time span, 

2017-2022, and represent the adult population in different markets. Nevertheless, the negative correlation 

is quite large, to make us wonder how the paradox can be explained. In the case of Romania, trust in news 

on social media is above the 41 states average (28.7pp versus 24pp), while interpersonal trust is below 

average (12.1 percent compared to 29.3 percent). Trust in institutions is also low, over several World Values 

Survey waves (Tufiș, 2000). 

This apparent paradox can be explained with the help of the echo chamber hypothesis: we join 

discussions with people that share similar perceptions of reality, because we feel more comfortable when we 

have our views supported by peers (Jamieson & Cappella, 2008). We end up trusting people online, because 

they think and behave like us. In communities with lower trust in peers and in institutions, echo chambers 

can have damaging effects on the way public interest issues are interpreted and discussed. What happens 

when we are confronted with a reality for which we need to negotiate new social representations, such as 

the onset of COVID-19 pandemic? 

This paper follows the evolution of the discussions on COVID-19 on Facebook, the most influential social 

network in Romania, for the digital public, according to DNR data 2017-20221. The first 10,000 posts related 

to COVID, ordered by number of interactions, for the period February 2020 - January 2022, were downloaded 

from Facebook, with the help of CrowdTangle (CrowdTangle Team, 2022). These are posts CrowdTangle, a 

social media tracking tool owned by Meta, labels as COVID and identifies the language they are written in 

as Romanian. A first analysis looks at the evolution of the interest for COVID-related posts, expressed through 

numbers of comments, reactions, and shares, for the whole database and for individual Facebook IDs that 

supported or contested the generally accepted prevention measurements. A second analysis looks at the 

first three posts from each month of the study.  

Romania followed the general European Union measurements against COVID-19 and the Romanian 

governments supported generally-accepted prevention and treatment lines, such as mask wearing, social 

distancing and vaccination. Still, at the end of the summer of 2021, only one in four Romanians was 

vaccinated (CNCAV, 2021). Romania and Bulgaria had the lowest rates of vaccination against COVID-19 in 

the European Union. In September 2021, while most European countries were preparing to lift restrictions 

and to return to normal activities, Romania witnessed the deadliest COVID wave during the COVID-19 

pandemic period (WHO, 2022). The interest in COVID-related posts, as expressed by total number of 

interactions and by the different reactions (see Graph 1), does not follow the COVID waves, but precedes 

them, and, to some extent, explains the appearance of these waves. 

Using the literature on parasocial interaction, inoculation theory, online disinhibition effect and echo 

chambers, this article shows how echo chambers forced individual positioning for or against prevention rules, 

as an identity trait, and supported trolling, by radicalized Facebook users. The article also shows how 

discussions on social media polluted the public space and how the radicalization strategies used by 

parasocial opinion leaders made dialog impossible for social groups that identify each other as the enemy. 

 

 

1.1. Echo chambers and social media 

 

Two metaphors were prominently used in the academic and lay discourses about social media: echo 

chambers and filter bubbles. In his 2001 book Republic.com, Cass R. Sunstein prepared the ground, talking 

about a near future when people have the ‘ability to «filter» what they want to read, see and hear’ (Sunstein, 

2001, p. 3) both in terms of subjects and in term of world views. Sunstein introduced the notion of ‘echo 

 
1 The Reuters Institute Digital News Report data are available here: www.digitalnewsreport.org.  
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chambers’, to cover the idea of enclaves of like-minded people and the concept of a selection of news on a 

specific topic, that is consumed exclusively and that obliterates all other topics that might be of interest for 

a healthy civic life - the ‘Daily Me’ (Sunstein, 2001, p. 208). Echo chambers, warned Sunstein (2001), affect 

democracy through fragmentation of media content and media audiences and through group polarization 

on critical themes in the public sphere. Ten years later, Eli Pariser (2011) proposes the concept of ‘filter 

bubbles’, to discuss the effects algorithms have on our perception of reality, by controlling what we see and 

what we do not see. Algorithms select content, from a list of topics, leaving out all other subjects that might 

be of interest, at some point in time. Citizens live in a filter bubble, with no information on what is going on, 

except for the already chosen themes. Pariser was thus splitting the former notion of ‘echo chambers’ into 

two distinct concepts: one referring to groups of people gathered around an ideology (the echo chambers), 

and one referring to the selection of information and opinion that narrows our access to relevant knowledge 

about reality (the filter bubble).  

 

 

Graph 1. Total number of interactions for the first 10,000 most influential COVID-related post in Romanian, 

on Facebook, over a period of two years. For February 2020, only 3242 posts were identified.  

 

 
 

Source. Own elaboration based on Crowdtangle Team, 2022. 

 

 

Both Sunstein and Pariser wrote compelling accounts of how offline and online media function and how 

they affect our lives, and various researchers followed suit. In different points in the development of social 

media, using audience data, researchers tried to validate the existence of echo chambers or filter bubbles, 

reaching conflicting results. These results were influenced by audience socio-demographics, media systems, 

types of media consumed – offline or online, and even types of social media, and topic (see, for example, 

Zollo et al., 2017; Fletcher & Nielsen, 2018; Toff & Kalogeropoulos, 2020; Cinelli et al., 2021). Research using 

big data analysis of interactions on social platforms supports the echo chambers hypothesis, indicating the 

existence of ‘homophilic clusters’ of like-minded peers that share information among themselves (Cinelli et 

al., 2021, p. 5), but the filter bubble hypothesis is more and more vigorously resisted (Fletcher & Nielsen, 

2018; Dahlgren, 2021). Peter Dalhgren (2021) reaches the conclusion that many previous findings on selective 

exposure to mass media contradict the filter bubble hypothesis, that people have a narrow access to 

information and do not know what others think and talk about. He says that this hypothesis might be, in fact, 

based on a technological determinism frame as old as the printing press itself.  
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C. Thi Nguyen (2020) attempts a clarification of concepts, proposing a discussion on ‘echo chambers’ and 

‘epistemic bubbles’: `[b]oth are structures of exclusion – but epistemic bubbles exclude through omission, 

while echo chambers exclude by manipulating trust and credence’ (Nguyen, 2020, pp. 141-142). More 

specifically, epistemic bubbles are based on ‘coverage gaps’ (Nguyen, 2020, p. 150), that can be addressed 

by individuals in an active pursuit of information.  

The echo chambers are more difficult to escape, explains Nguyen, as they are ‘contingent social 

structures’ that embed the individual (Nguyen, 2020, p. 152), governing the manner the world is defined by 

the inner group through ‘epistemic control’ (Nguyen, 2020, p. 149). The methods used inside an echo 

chamber are similar to ‘cult indoctrination’ (Nguyen, 2020, p. 147), and define group identity by proactively 

discrediting alternative sources of information, world views and counterarguments.  

Nguyen does not distinguish between echo chambers created in actual life, inside groups of peers that 

meet and discuss face to face, and echo chambers fashioned by media personalities and content creators. In 

communication studies, the debate around the theories of one step flow, two-step flow and even multistep 

flow of media influence on the audience is a classical one (Weimann, 2017). Sociological audience research 

after the Second World War showed that the powerful effects theory of media, acting as a magic bullet in 

the heads of a passive audience – the one step flow - is not supported by data collected in periods that are 

not marked by crises. People tend to get information to support their decision-making processes, such as 

voting for a particular party, from opinion leaders that are, in fact, their peers with which they have a real 

interpersonal relationship – in a two-step flow of information (Katz, 1957). These opinion leaders are regular 

members of a given community, more active in searching information on a certain domain and thus, more 

knowledgeable. They act as intermediaries between mass media and their group of peers, selecting and 

interpreting information. While performing their intermediary role, they have to preserve the norms and the 

values of their community, in order to maintain credibility (Katz, 1957; Rogers, 2003). The importance of the 

interpersonal influence in access to information and decision-making processes is the basis of the two-step 

flow of information theory (Katz, 1957). 

Yet, celebrity studies showed that for certain publics, under certain conditions, connections similar to the 

interpersonal ones are built with media people, such as anchors, athletes, singers or actors, and even with 

fictional characters, from movies or cartoons. These parasocial interactions are based on social attractiveness 

and salient characteristics – the media character is perceived as a friend or acts as a social reference for 

certain audience members and may influence attitudes and behaviors on a limited period (Giles, 2002). 

Further research results on connectivity and engagement, with journalists, on mainstream media, and 

celebrities, on social media, explained how an `illusion of intimacy` (Schickel, 1985, apud Marwick & boyd, 

2011) is strategically created through an ‘informal «fireside» approach of the listener’ (see Giles, 2002, p. 290) 

and through an elaborate creation of the self, for the public eyes (Marshall, 2010). Thus, ‘private experiences’ 

are recreated for `the public consumption` (Marshall, 2010, p. 37), on a three layers deep construction: the 

‘public self’, that is, the official persona, linked to public activities like sport or music, the ‘public private self’, 

based on a strategic exposure of the individual’s less public life, and the ‘transgressive intimate self’, 

represented, for example, by the public manifestation of a temporary, strong emotion, that would normally 

be shared just with a limited number of family and friends (Marshall, 2010, pp. 44-45). 

Using a conversational tone and an elaborate character that combines public and private elements, 

celebrities manage to communicate with their audiences better than established newsrooms and can 

influence some people’s actions, either immediately, making them part of a campaign, or on a longer time 

span, by influencing, for example, arguments audience members would use in a conversation, later (Marshall, 

2010). For these media based social influencer, Stehr and her colleagues (2015) propose the label of 

‘parasocial opinion leaders’. 

 

 

1.2. Strategic discourses in echo chambers 

 

Parasocial relationships are created among politicians, TV and radio hosts or social media personalities and 

members from their fan base. In echo chambers, in particular, the actual techniques used by public figures 

to influence audience members go beyond a layered construction of the public self and a direct address and 

have farther reaching effects. Jamieson and Cappella (2008) documented, in conservative media of the 2000s, 

outraged discourses based on ideologically selected facts, that reinforced inner group identity, ridiculed the 
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outer group representatives and framed them as the enemy. Very strong negative emotions were associated 

with these strategically drafted discourses. In different media, representatives of the same echo chambers 

legitimized each other in a circular manner and delegitimized the ideologically incompatible public figures, 

by drafting counter arguments to the outer group positions. Jamieson and Cappella (2008) also documented 

the effects of this type of discourse strategies on the audiences of conservative media, and the effects 

included confirmation of existing opinions, for conservative publics, and increased polarization across 

different media audiences. The public of the conservative radio host Rush Limbaugh was ‘engaged, outraged 

and with strong opinions […] the byproduct of Limbaugh’s success in creating a virtual community of like 

interests and like minds’ (Jamieson and Cappella, 2008, p. 139). Their analysis refers to the inoculation theory 

(see Jamieson and Cappella, 2008, p. 142), without referencing any of the psychological studies on the matter.  

The inoculation theory is the base of a persuasion strategy proposed by the social psychologist William 

J. McGuire in the 1960s and verified by research experiments afterwards (Compton & Pfau, 2005). As the 

name indicates, the inoculation theory resembles immunization through vaccination: communicators may 

build attitude resistance to future persuasion in advance, just like vaccines build individual resistance to 

future viral illnesses. Individuals are presented a threat, the catalyst to resistance, possible arguments that 

may be used by the opposing parties and may result in attitudinal change, and specific counterarguments, 

to help them built a defense. This persuasive strategy is based on cumulative effects: it needs time to become 

effective and has fading results, if not used consistently. Recently, the inoculation theory was identified as a 

pre-debunking strategy in critical contexts, by Lewandowsky and his colleagues (2020). 

Jamieson and Cappella also noted an ‘emotionally charged vocabulary’ (2008, p. 179) inside the echo 

chambers. Strong emotions are a trait of the transgressive intimate self. Media show hosts and their guests 

feel so angry, that they publicly expose their most extreme feelings. Rage, grief or incivility are usually kept 

to private space (Radu, 2015) and are in general not accepted in public discourse, because they influence 

rational decision-making and can have spillover effects, such as violence and hatred against individuals or 

groups (Sorial, 2017). 

In summary, there are several dangerous effects of echo chambers, identified by the authors quoted 

above: fragmentation, cult-like indoctrination, polarization, hatred, and violence (Sunstein 2001; Jamieson & 

Cappella, 2008; Sorial, 2017; Nguyen, 2020).  

In avoidance of fragmentation, the critical issue of access to a similar set of facts about reality is achieved 

under special conditions, Katz (1996) sustains: either a unique, trusted source of information, such as the 

single channel of the public service broadcasting (the case of Israel, for two decades), or an occasional media 

event such as televised debates during elections, ceremonies with a global appeal (the Moon landing) or 

catastrophic occurrences (the Persian Gulf war). The case of COVID-19 is that of a catastrophic occurrence, 

where access to critical information is shared by the large majority of individuals. 

Several researchers maintain that engagement with media content is temporary, and it is perceived by 

audience members as having no consequences. On social media, the actual contact with content may be of 

several seconds, as the feed is composed of tragic news and outraged commentaries, mixed with funny pet 

posts and advertising. Content is shared with millions of users, but the consumption is private and public 

reactions to it, no matter how outrageous, feel also private. Perceived anonymity, invisibility, and lack of eye-

contact lead to toxic online disinhibition effect (Suler, 2004): facing no immediate consequences, some 

people are inclined to become rude and to show anger, behaving violently and even threatening others. 

Niche echo chambers feed communities of trolls, such as groups of individuals who react with LOL (laughing 

out loud) at online grief (Phillips, 2011). While some researchers believe trolling actions are harmless or 

represent negative feedback for public communication transgression (Phillips, 2011), trolling behavior has 

actual consequences on targeted individuals, be they athletes (Kavanagh, Jones & Sheppard-Marks, 2016) 

or journalists (Waisbord, 2020).  

The threat is real as result of what Giles (2002, p. 295) calls ‘first order parasocial interaction’: media 

personalities and their audiences share a parasocial relationship, with chances of actual contact. The 

consequences at society level are also real, especially for political echo chambers (Waisbord, 2020). Strategic 

discourses in echo chambers have spillover effects. Media spillovers or externalities are positive or negative 

consequences of communication over people, groups or the community at large, that were not part of the 

initial communication and were not in direct contact with the media content (see Radu, 2019). Trolling is a 

spillover effect. 

http://www.methaodos.org/revista-methaodos/index.php/methaodos/index
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Related to COVID discussions online, Velásquez and his colleagues (2021) documented hate clusters, on 

individual social platforms, and hate communities, across platforms, that spread and amplify violent 

narratives. On their turn, Xu and his colleagues (2021) showed that hate speech on COVID themes has real 

consequences, that range from stigma to hate crimes. Stigmatization and hate crimes against a certain race 

or a certain nationality, during the sanitary crisis, are also spillover effects.  

The COVID-19 pandemic was a catastrophic occurrence that, at first, diminished social fragmentation: in 

the very first months of the generalized lockdown, in 2020, people all over the world sought similar 

information on the illness, on prevention measures and on fatalities. In newsrooms, all journalists, from sports 

to foreign affairs, were working on the same COVID-19 beat. Two years later, some people, convinced COVID-

19 never existed, laugh at news about the evolution of cases and fatalities. Others, afraid to have one of the 

many vaccines available, since the beginning of 2021, die because of a now preventable disease (WHO, 2022).  

In order to understand why so many people do not acknowledge the existence of the disease and decide 

not to follow generally accepted prevention rules, this article explores the issue on echo chambers related 

to COVID-19, in the Romanian public space. More specifically, the research aims: 1) To verify the existence 

of COVID-19 echo chambers in Romanian language, on Facebook. If the existence of echo chambers is 

validated, the next steps are: 2) To see how these echo chambers function; 3) To discuss their possible effects 

of COVID-related echo chambers on individuals and on society at large. 

 

 

2. Method 

 

Facebook was the most popular social platform for general use and for news consumption, for the Romanian 

digital public, before and during the pandemic (Newman et al. 2021; Newman et al. 2022). It is a social 

platform where individuals and companies alike post content and interact with content by commenting, 

sharing and reacting. Accounts can be aggregated into groups, that are either open, so that anyone can see 

group discussions, or closed. Also, posts can be shared with a global audience or can be restricted to direct 

contacts, called friends. On a public post, shares, reactions and comments are also public. The editor of a 

post can moderate comments, to eliminate or hide the ones considered inappropriate. Inside groups, 

accounts can be banned. The other types of interactions – shares and reactions – cannot be moderated. 

Since 2016, the range of reactions was diversified by Facebook, to include five emoji icons for ‘love, laughter, 

surprise, sadness or anger’, besides ‘the like button’ (Mark Zuckerberg, 2016).  

Meta, the owner of Facebook, does not allow automatic harvesting of information on posts and users, 

but grants access to a selection of data for researchers and journalists, through CrowdTangle. The available 

data include the content of posts and the number of reactions, shares and comments from ‘all public 

Facebook pages with more than 50K likes (automated via API), all public Facebook groups with 95k+ 

members, all US-based public groups with 2k+ members, and all verified profiles’
2
. For research purposes, 

databases of the most influential posts, ordered by total interactions, can be downloaded and analyzed. 

The first 10,000 posts related to COVID, ordered by interactions, on each month, for the period February 

2020 - January 2022, were downloaded from Facebook, with the help of CrowdTangle (CrowdTangle Team, 

2022). The total database includes 233,242 posts in Romanian with information on the account, the date of 

the post, the type of content, the actual texts associated with the post, and the number of different types of 

interaction: reactions, comments, and shares.  

In order to verify the existence of the echo chambers, with opposing positions regarding the prevention 

for COVID-19, eight Facebook accounts presenting and/ or supporting accepted prevention methods and 

eight Facebook accounts opposing these methods and/ or presenting an alternative were identified. The 

sample has 7620 post with 13,910,228 total interactions (3.27 pp from the total number of posts received 

11.86 pp of the total number of interactions).  

To understand how Facebook users interacted with the selected Facebook IDs, the means of total 

interactions, likes, laughter and angry reactions for each account, each month, was analyzed, by comparing 

the data for the two groups. Several types of reactions were analyzed to see if posts receive supportive 

reactions or trolling reactions. A clear-cut analysis is, nevertheless, difficult if reactions are not understood in 

the context of a post. For example, a laugher reaction (haha) for a post that factually refers to an increase in 

 
2 https://help.crowdtangle.com/en/articles/4201940-about-us (accessed Aug. 30, 2022).  
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the number of casualties is a trolling reaction, but the same reaction for a post that ridicules the opposing 

party is a supportive one. The monthly means for the different reactions, for each of the 16 Facebook IDs, do 

not have a normal distribution and there are different outliers, from one month to another. In order to keep 

all the data for the analysis (as I use a selection for the two positions regarding COVID prevention, not all 

Facebook IDs) a logarithmic transformation was performed, to normalize the distribution and to prepare the 

data for an ANOVA analysis. The software used for data visualization and analysis is: R version 4.1.3 (2022-

03-10) - "One Push-Up" (R Core Team, 2022), tidyverse 1.3.1 (Wickham et al., 2019), psych_2.1.6 (Revelle, 

2021) and writexl_1.4.0 (Ooms, 2021).  

Besides the statistical analysis, a qualitative exploration was performed on the first three most influential 

individual posts, each month, for 72 posts. The coding is based on the literature about inoculation theory, 

echo chambers and celebrity studies. For the inoculation theory, these categories were used: identifying an 

enemy (1/0), identifying a threat related to COVID prevention (1/0), rebutting an opposing frame, related to 

COVID prevention (1/0). For example, a post with a fragment from a TV program identifies the authorities as 

the enemy with: ‘Do we still have lives if we are terrorized [to respect COVID prevention rules]?’, identifies a 

threat with ‘the panic was induced by media […] they try to destroy in us everything that is human’ and rebuts 

the framing of COVID as a deadly virus with ‘people do not die OF covid, they die WITH covid’. 

For the echo chambers, these categories were used: validation of inner group members (1/0), emotionally 

charged vocabulary (1/0), ridicule (1/0), strong negative emotions (1/0). A post based on an interview, that 

has both the interviewer and the interviewee agreeing on all issues and supporting each other’s position, 

just like posts that promote an individual with a strong positioning regarding COVID prevention, were labeled 

as validating inner group members. A post in which a member of the European Parliament compares Europe 

to a concentration camp was labeled as using an inflammatory choice of words and creating strong negative 

emotions. In addition, a post that says that one does not have to believe in the vaccine, because there is 

nothing mystical about medicine, was labeled as using ridicule.  

For the three layers of the public image of parasocial opinion leaders, three labels related to content were 

used: public self, for posts about public, official activities, public private self, for posts on private life, such as 

visits to the hospital, to get vaccinated, and transgressive intimate self, for posts about strong feelings and 

intimate thoughts that are usually expressed in a very close circle of persons. For example, the post about 

the vaccination of the Romanian president, with pictures of the medical procedure, was labeled as ‘public 

private self’, and the post in which an artist is bitterly complaining about trolls or when a member of the 

Parliament shouts at the health minister, in the street, as ‘transgressive intimate self’. 

Additionally, the posts were color coded to identify support (blue) or lack of support (red) for accepted 

prevention methods at the time, since the knowledge of the disease and of effective prevention methods 

evolved in the period 2020-2022.  

 

 

3. Results 

 

The statistical analysis of reaction data for content posted by 16 influent accounts, selected from the most 

influential 10,000 monthly posts, identified with the help of CrowdTangle, indicates that on Facebook, in the 

period February 2020 - January 2022, there were at least two echo chambers in Romanian, discussing 

prevention methods for COVID-19. These two echo chambers developed independently and eventually 

became mutual enemies, attacking each other.  

The ANOVA analysis of the log of monthly means per selected Facebook ID shows that Facebook users 

interacted differently with the two groups of Facebook selected IDs, based on their positions of support or 

opposition of accepted prevention methods at the time. Both for data on total interactions (including 

comments, reactions and shares) and on like reactions, the difference between the two groups, one 

supporting and one contesting prevention methods, is statistically significant (Table 1). A further statistical 

analysis of laughter and anger reactions, that can be linked to trolling behavior, shows that for haha reactions, 

the groups were not statistically different based on their position regarding COVID prevention, but at the 

monthly level, the data vary significantly. For the angry reactions, data are fluctuating both by position and 

by month, in a statistically significant way.  
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Table 1. P values - ANOVA analysis on type of reaction and selected group (by month and by position).  

 

Log of monthly means per 

selected Facebook IDs 

Position (supporting/ 

protesting prevention) 

Month 

(Febr. 2020-Jan. 2022) 

Total interactions  2.814e-09 *** 0.2225 

Likes 2.374e-10 *** 0.2952 

Haha  0.460691 0.009366 ** 

Angry 0.0001939 *** 0.0016707 ** 

Signif. codes: 0 '***' 0.001 '**' 0.01 '*' 0.05 '.' 0.1 ' ' 1 

 

Source. Own elaboration based on CrowdTangle Team, 2022. For full results, see Data availability. 

 

 

The boxplot representations for monthly total interactions, grouped by position (Graph 2a) show that, in 

the first half of 2020, the two groups attracted a comparable number of reactions, with a slight support for 

posts about accepted methods of prevention, in the very first two months of the lockdown. Starting with July 

2020, the group contesting accepted prevention methods begins to receive more attention (see Data 

availability for a visualization of selected accounts against all Facebook IDs, in different months). If in the first 

half of the year, the outliers are pro-prevention accounts (two medical doctors and the Romanian president), 

in July the outlier is a politician campaigning online against COVID prevention, in preparation for the 

Parliamentary elections of December 2020 (George Simion, the leader of a new right-wing party).  

When it comes to angry reactions, the group against prevention methods begins to differentiate itself 

also from July 2020 on (Graph 2b). Comments to anti-prevention accounts show that angry reactions were 

coming both from supporters, that duplicate the arguments of the posting, and from trolls, that contest the 

message. 

 

 

Graph 2a & 2b. Comparation of monthly means for interactions to posts, Febr. 2020-Jan. 2022, for the two 

groups of Facebook IDs  

 

  
 

Red/ antivax: accounts constantly posting against accepted prevention methods at the time and blue/ provax: 

accounts constantly posting to support accepted prevention methods at the time.  

 

Source. Own elaboration based on CrowdTangle Team, 2022. 
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The group presenting and promoting accepted prevention methods receives an increased number of 

angry reactions in September 2020, the month for local elections in Romania, in April 2021, a month of street 

demonstrations against masks and the medical personnel, and in August 2021, a month marked by 

discussions about a second pandemic school year and by the onset of the deadliest COVID wave in Romania.  

In more than one in every three cases, the official account of the Romanian President is an outlier for 

angry reactions monthly means. Also, half of the monthly outliers for the haha reactions are linked to the 

same account. In January 2021, the post that showed Klaus Iohannis, the President of Romania, receiving his 

first vaccine against COVID-19 (Klaus Iohannis, 2021), had 1pp anger reactions and 10pp laughter reactions, 

out of all reactions gathered that month. For a post that says that the vaccine is safe and effective, and that 

restrictions and vaccination will help end the pandemic, most of the 7643 haha and angry reactions are, in 

fact, trolling.  

The total monthly interest for COVID related posts variates also, with two peaks – March 2020, when the 

President declared the state of emergency and the Government established a generalized lockdown, and in 

April 2021, when dissatisfaction fueled by one right-wing member if the Parliament, Diana Ivanovici-Șoșoacă, 

resulted in street protests against medical personnel and against accepted prevention methods. In March 

2020, there were 10,267,494 total interactions to COVID-related posts, while in April 2021 the number is 

three times bigger: 33,496,136 (see Graph. 1).  

The number of total interaction per months is not linked to actual evolution of the disease (see Data 

availability for data and visualization), but with summer vacation, when the interest drops, with the electoral 

period in the last three months of 2020, when the interest increases, and with a campaign run by Diana 

Ivanovici-Șoșoacă, that was excluded from a right wing party in February 2021 and tried to redress her image 

with a violent anti-mask and anti-vaccination discourse. Șoșoacă’s campaigned fueled street protests, in April 

2021, and the discussions created around these street protests forced most people to take a position, for or 

against prevention methods, at the beginning of the general vaccination campaign.  

In March 2020 the average number of total reactions, for the first 10,000 most influential posts, is more 

than 1000, and in April 2021, it grows to more than 3300. The lowest interest, with an average of less than 

125 interactions per post per month, is shown in the summer of 2021, which prepared the disastrous forth 

wave of COVID-19 in Romania. In September 2021, posts about media coverage of COVID deaths get haha 

reactions from different Facebook users – a clear indication that trolls were crossing echo chambers borders 

on a regular basis.  

A second step of the research was done to understand how these echo chambers functioned. A 

qualitative analysis looks at the first three most influential posts from each month of the study, labeling them 

as supportive or not supportive for generally accepted prevention instruments against COVID-19 and coding 

them according to previous research on inoculation theory, echo chambers and parasocial opinion leaders.  

Out of the 72 most influential posts, more than a half were in the form of videos. CrowdTangle identified 

the search term COVID in the text of the post. It is highly probable that the selection did not include posts 

related to COVID, that were uploaded by individuals or by organizations, on Facebook, as video content, and 

had no text description using the search term COVID. Out of the 72 posts, one was incorrectly identified as 

COVID-related and one used the search word COVID as a very general context, but the subject was different. 

Nine of the 16 Facebook IDs selected for the quantitative analysis were present also in the corpus of most 

influential three posts, monthly.  

Posts opposing accepted prevention rules existed since March 2020 in the general 10,000 monthly 

sample, but they make the top three most influential only in May 2020, after the President lifted the state of 

emergency and the Government replaced it with the state of alert (see Fig. 1.). George Simion, the leader of 

the right-wing Alliance for the Union of Romanians (AUR), entered the top three in July 2020, with a discourse 

against accepted rules. Five months later, AUR becomes the fourth party in the Romanian Parliament and 

the mainstream media acknowledged Simion’s Alliance went under the general interest radar, gathering 

support online, on social platforms such as Facebook. The deadliest COVID wave, September-November 

2021, was preceded by an increasing number of months with very influential posts against accepted 

prevention rules. 

The only month in which older posts got in the top three is April 2021: one of the posts was supporting 

the prevention rules, two were against, and all three were from 2020. April 2021 is also the month with most 

total interactions for the first 10,000 most influential COVID-related post in Romanian, on Facebook, over a 
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period of two years, showing that in the month with street protests, people had a more intensive activity of 

searching, sharing, commenting and reacting to content on Facebook.  

 

 

Figure 1. Support or opposition to prevention measurements against COVID 

 

Feb-20        

Mar-20       March 16 - State of emergency 

Apr-20        

May-20       May 15 – State of alert  

Jun-20        

Jul-20        

Aug-20        

Sep-20       Sept 27 – Local elections 

Oct-20        

Nov-20        

Dec-20       Dec 6 - Parliamentary elections 

Jan-21        

Feb-21        

Mar-21        

Apr-21       Street protests against COVID prevention rules 

May-21        

Jun-21        

Jul-21        

Aug-21        

Sep-21       Deadliest COVID wave 

Oct-21       Deadliest COVID wave 

Nov-21       Deadliest COVID wave 

Dec-21        

Jan-22     

 
 

The first three posts each month, color-coded to show support or opposition to generally 

accepted prevention measurements against COVID, at that time. Each cell represents a post. 

The last column indicates noticeable events during the first two years of the pandemic. 

 

Source. Own elaboration based on CrowdTangle Team, 2022. 

 

 

There are 33 posts supporting generally accepted COVID prevention rules and 34 not supporting these 

rules – so the distribution is quite similar. The large majority of posts not supporting COVID prevention rules 

use the inoculation theory techniques, by identifying an enemy, identifying a threat related to COVID 

prevention and presenting a counterargument, to rebut possible opposing framing for COVID-19 (Graph 3). 

There is an active validation of inner group members. Most influential posts use an inflammatory choice of 

words and elicit strong emotions. Four posts out of 34 ridicule representatives of the pro-prevention group. 

People presented in the posts are during their public activities (public self - 11), are presenting part of their 

private lives, publicly (public private self - seven posts) or are so outraged, that can no longer control their 

feelings in public (transgressive intimate self – 12 posts).  

In comparison, posts supporting rule following show individuals during their public activities (11 posts), 

or during private activities that are made public (eight posts). Five posts can be labeled as presenting 

transgressive intimate self moments. Out of 33 posts supporting COVID prevention rules, less than half 

identify an enemy or a threat related to COVID prevention. Fourteen posts are rebutting an opposing frame, 

related to COVID-19 prevention. The majority of these posts (26) are validating the members of the inner 

group, yet only one uses inflammatory vocabulary and elicits strong negative emotions. Six of the rule-

following posts are using ridicule against the opposing group.  
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Graph 3. Content comparison for two echo chambers: a summary of the coding of most influential 72 COVID-

related posts, Febr. 2020 – Jan. 2022. 

 

 

 
 

Source. Own elaboration based on CrowdTangle Team, 2022. For full results, see Data availability. 

 

 

Rule-opposing posts have almost four times more angry reactions (a mean of 2753 vs. 742, for rule-

following posts), ten times more sad reactions (2835 vs. 263), and more that 50 percent more shares (32,366 

vs. 20,271). Angry reactions mean disapproval for the rule-following posts, that are trying to keep a positive 

note, and approval and disapproval, for the rule non-following posts, that are talking about conspiracies and 

a fake illness. Rule following posts have more than two times more love reactions, as compared to the other 

group (2770 vs. 1237), but also almost six times more laughter reactions, even after controlling for comedy 

posts (a mean of 877 vs. 150). The content of rule-opposing posts has an angrier and more engaged 

audience, that are trolling more intensely rule following posts, with haha and angry reactions.  

 

 

4. Discussion 

 

A society needs to agree on basic facts in order to discuss solutions, but echo chambers filter facts 

ideologically, function as interpretive communities, increase cognitive distance among ideologically different 

groups and make dialog difficult - a phenomenon called polarization in the academic literature (Jamieson & 

Cappella, 2008; Kavanagh & Rich, 2018). In a public health crisis centered on an easily spreading virus, such 

as the COVID-19 pandemic, individual solutions do not function. People must act as a community that 

understands and follows prevention rules based on sound medical knowledge, in order to save as many lives 

as possible. In a context of limited trust in peers and in institutions, echo chambers can have damaging 

effects that are not limited to a toxic environment for public debates, but go as far as making innocent 

victims. This article verifies the existence of echo chambers in Romanian, on Facebook, on the issue of COVID 

prevention measures. Additionally, the article shows how echo chambers functioned and what were the 

cumulative spillover effects of echo chambers, on individuals and on the Romanian society, in general. 
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4.1. COVID-related echo chambers 

 

This research aimed to verify, using statistical instruments, if echo chambers related to COVID-19 prevention 

existed on Facebook, in Romanian. The issue of echo chambers created on Facebook, to communicate with 

and to engage the ordinary social media user, is relevant on several dimensions, in the discussion about the 

COVID-19 pandemic. These dimensions include access to information, interpretation of relevant information 

and decision-making processes. 

Echo chambers are understood as groups of individuals that share similar opinions, reinforced though 

constant interactions, leading to fragmentation, cult-like indoctrination, polarization, hatred, and violence 

(Sunstein 2001; Jamieson & Cappella, 2008; Sorial, 2017; Nguyen, 2020). The pandemic was a catastrophic 

event (Katz, 1996) that reduced fragmentation during the first months of the generalized lockdown: all 

individuals had access to similar information on illness and prevention measures, no matter what type of 

media they consumed on a regular basis. Yet, when vaccines became available in 2021, a small part of 

Romanians accepted to be immunized trough vaccination, a clear indication that decision making processes 

were negatively influenced by a series of factors. Romania and Bulgaria had the lowest vaccination rates in 

the European Union, that resulted in one of the deadliest COVID wave in the autumn of 2021, when other 

European countries were preparing to return to normal pre-pandemic activities.  

There are several possible explanations for the lower rate of vaccination. This article explores only one of 

these possible explanations – the interactions on social media about COVID. Romanians have a lower-than-

average level of trust in peers and in institutions, but a higher-than-average trust in social media (Newman 

et al, 2021; EVS/WVS, 2022). This apparent paradox can be explained by the existence of online echo 

chambers, that use discourse strategically, to define the inner group identity and to manipulate a lack of 

trust in member of the outer-groups (Sunstein 2001; Jamieson & Cappella, 2008; Nguyen, 2020). Vaccination 

campaigns are based on trust, thus a manipulation of trust resources, inside echo chambers, is a relevant 

research topic. Facebook was chosen because in Romania this social platform was the most used one, for 

news and for general purposes, during the sanitary crisis (Newman et al, 2021; Newman et al, 2022).  

The article presents a mixed methods approach that showed that two Romanian language echo 

chambers, supporting and opposing generally accepted prevention rules, existed on Facebook in the first 

two years of the pandemic. The analysis also shows that parasocial opinions leaders used communication 

strategically to increase the cognitive distance between people accepting prevention rules and people 

contesting prevention rules, and some of these leaders had political aims.  

The quantitative and the qualitative analyses, on a dataset of 233,242 posts labeled as COVID-related by 

CrowdTangle, in the period February 2020 – January 2022, support the echo chambers hypothesis, that 

people join online discussions with individuals that share similar perceptions of reality and, in time, develop 

similar behaviors. In the COVID-19 case, after an initial harmonious period of clarification about the illness 

and for effective prevention methods (February - June 2020), clear borders were demarcated among people 

who demonstrated institutional trust and accepted rule following for prevention and treatment of COVID 

and people who did not. The congealing of separate, opposing echo chambers was forced by politicians that 

instrumentalized a medical issue, during electoral periods (in the second half of 2020) and during a 

rearrangement of political leaders on the right (February-April 2021).  

 

 

4.2. The functioning of echo chambers 

 

In the two echo chambers similar communication methods are used, at different intensities, a qualitative 

analysis of the most influential three posts each month showed. The analysis used codes based on echo 

chambers: validation of members of in-group, inflammatory vocabulary, ridicule and strong negative 

emotions (Jamieson & Cappella, 2008; Nguyen, 2020), on inoculation theory: identifying an enemy, 

identifying a threat, preemptive counter-argumentation (Compton & Pfau, 2005; Lewandowsky et al, 2020) 

and on parasocial opinion leaders, with the three layers of public and private personae (Giles, 2002, Marwick 

& boyd, 2011; Marshall, 2010; Stehr et al, 2015). 

Content creators from both echo chambers use inoculation theories techniques, identifying enemies and 

possible threats and presenting preemptive rebuttals of possible counterarguments to their main discursive 

line. Both echo chambers are actively validating inner group members, but the anti-prevention parasocial 
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leaders use, in addition, inflammatory vocabulary to provoke strong negative emotions and coagulate the 

group further around a common identity and against a common enemy.  

In both echo chambers, public and private pieces of information are mixed, to support a connection 

between online personae and social media users. Thus, posts act as a call to action, making audience 

members, on both sides, react to, comment and share content they support, and content they do not 

support. 
After a period of social representations clarifications, that lasted less than half a year, members of the 

echo chambers on prevention methods against COVID reached a common interpretation of available facts 

and saw others as enemies that presented an active threat to their wellbeing. Echo chamber communication 

and engagement supported trolling behaviors from both sides.  

 

 

4.3. Cumulative spillover effects of echo chambers 

 

The influence of parasocial opinion leaders is limited in time. For example, after the spike of interest, in April 

2021, the number of total interactions with COVID-related posts drops to an all-time low. Social media users 

engage and react to content, one month, to act as if nothing happened, the next, on several occasions during 

the first two years of the pandemic. The data supports previous research on limited engagement during 

parasocial interactions (Giles, 2002) and the online disinhibition effect (Suler, 2004).  

Yet, the effects of the echo chambers are felt on the longer term.  

Members of the two groups transgressed the echo chambers borders and interacted with posts that were 

sharing a different world view. This interaction seems to have resulted in an increased radicalization - a 

possible explanation for the sarcastic haha reactions to COVID deaths mentions and angry reactions for all 

types of posting. In January 2021, when President Iohannis announced he is vaccinated, 10 percent of all 

reactions were of sarcastic hahas and 1 percent were angry reactions. 

Anger and laughter reactions, with which the accounts of politicians and of media newsrooms are trolled 

on a daily basis, normalized violent reactions to public interest issues. The political instrumentalization of 

public health issues polluted the public debate and questioned experts’ authority. As a result, the majority 

of the Romanian population, with little interpersonal and institutional trust to extend, was caught between 

the radicalized groups and watched in disbelief the transgressions against civility, delaying the vaccination 

process that led to the public health disaster in the fall of 2021.  

We may consider, at first sight, the monthly variations in interactions with Facebook content as an 

increase or a decrease in polarization. A deeper understanding of processes that support echo chambers 

show how parasocial opinion leaders use discursive strategies to coagulate groups around an issue and to 

manipulate trust. In echo chambers, group identity is based on seeing the other as the enemy. Echo chambers 

normalize border transgression and violent behavior, for radicalized Facebook users, on both sides. Trolls act 

as a negative feedback loop for other echo chamber members, but their violent behavior is not helping the 

community reach a state of equilibrium, because dialog is impossible among declared public enemies. In a 

public health crisis, a state of equilibrium is reached when the crisis resolves itself with the loss of many 

innocent lives – a dark cumulative effect of low levels of trust in peers and in institutions, but of high level of 

trust in echo chamber communities, created on social media.  

 

 

5. Conclusions 

 

Many public debates are carried on offline and online platforms, combined. Social platforms facilitate echo 

chamber coagulation on public interest issues, polluting the public sphere and radicalizing supporters, that 

act as trolls, online, and, in extreme cases, recourse at violence, offline. This article documents the coagulation 

of two echo chambers on Facebook, in Romanian, on the issue of COVID prevention, and trolling activities 

that used the Facebook reaction buttons and were targeted at the representatives of the opposing group. 

The article shows how parasocial opinion leaders produce toxic content for the public debate and how 

their followers act as trolls, with the help of Facebook reactions. Trolling activities have an array of different 

instruments on social platforms: reactions and comments on Facebook, retweets and comments on Twitter, 

comments on Instagram, comments and reactions on YouTube. Politicians and public institutions, alongside 
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newsrooms and journalists, are expected to maintain an active presence on social platforms, having a direct 

connection with the regular social media users and with trolls. While some platforms allow for moderation 

of some type of interactions, such as hiding comments on Facebook or blocking comments that used certain 

words, on Instagram, other types of interaction can not be controlled. 

One haha reaction may seem meaningless, for the social media user and for the editor of a social media 

account. Yet, when a large percent of all reactions to a post promoting vaccines or to a post announcing 

COVID casualties are laughter reactions, this is the result of a consistent trolling activity in a highly polarized 

environment. Violence in public debates on key issues has damaging effects on the community and 

undermines trust in key democratic institutions, from central administration to individual newsrooms. Social 

platforms should take into account the cumulative spillover effects of all types of trolling activities and should 

consider limiting their effects.  

This article verifies statistically if issue-related echo chambers existed on Facebook, in Romanian, and 

describes qualitatively, how they functioned. The article presents several features of toxic content online and 

documents the effects of the spread of this toxic content, looking at trolling activities that use Facebook 

reaction buttons. Based on the results of this research, two policy recommendations are developed, in order 

to increase civility in public debates and to nurture trust in fundamental democratic institutions.  

 

1. Algorithms supporting viralisation of toxic content. Social platforms should refrain from 

providing algorithmic support for the viralisation of possibly toxic content, as described by 

research results. Actual moderation or a limitation of distribution, using algorithms, is not 

advised, because it may easily escalate to censorship. 

 

2. Social media features used for trolling. Social platforms should acknowledge trolling activities 

and the instruments used for violent activities online and should reconsider the access to these 

instruments. More specifically, in the case of the reaction buttons, introduced recently by 

Facebook, a reconsideration of positive and negative effects of the reaction buttons, including a 

discussion on trolling, based on research results, should be helpful in creating a strategy to limit 

the damaging effects of trolling in public debates. 
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